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A phylogenetic method is a consistent estimator of phylogeny if and only if it is guaranteed to give the correct tree, given that sufficient (possibly infinite) independent data are examined. The following methods are examined for consistency: UPGMA (unweighted pair-group method, averages), NJ (neighbor joining), MF (modified Farris), and P (parsimony). A two-parameter model of nucleotide sequence substitution is used, and the expected distribution of character states is calculated. Without perfect correction for superimposed substitutions, all four methods may be inconsistent if there is but one branch evolving at a faster rate than the other branches. Partial correction of observed distances improves the robustness of the NJ method to rate variation, and perfect correction makes the NJ method a consistent estimator for all combinations of rates that were examined. The sensitivity of all the methods to unequal rates varies over a wide range, so relative-rate tests are unlikely to be a reliable guide for accepting or rejecting phylogenies based on parsimony analysis.

Introduction

Phylogenetic analysis should be viewed as a problem of statistical inference (Felsenstein 1983; Rohlf and Wooten 1988; Goldman 1990), but the methods most commonly used to estimate phylogeny have at best an uncertain foundation in statistical theory. This does not mean that these methods should not be used, but more attention must be paid to their behavior as statistical estimators under different models of evolution. To some extent, some methods, such as parsimony (Edwards and Cavalli-Sforza 1964; Eck and Dayhoff 1966, p. 164; Fitch 1971), have been studied in a statistical framework. Felsenstein (1973) first showed that parsimony is not the same as maximum-likelihood estimation (which is an explicitly statistical method); later, Felsenstein (1978) and Cavender (1978) demonstrated that parsimony, when based on discrete characters, can fail, under certain conditions, to be a consistent estimator of the phylogeny. A statistic has the property of consistency if it converges on the correct value as more and more data are collected. These findings mean that workers using discrete character parsimony must be willing to accept certain assumptions about the nature of the evolutionary process, since, under at least some conditions, parsimony will converge on the wrong phylogeny. Potentially the most important assumption, according to previous work (Cavender 1978; Felsenstein 1978; Hendy and Penny 1989), is that rates of evolution are either nearly equal among taxa or very low overall. It is not known how often parsimony might be inconsistent in the real
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world, and it is not known whether other commonly used methods are consistent estimators when parsimony is not. To further complicate matters, Hendy and Penny (1989) have recently shown a particular case where parsimony can fail to be consistent even if the rates of evolution are exactly clocklike. Distance methods seeking a minimum-length tree have also been developed for distance data. These methods should be consistent if rates vary among taxa, provided that the distances are accurately corrected for multiple substitutions (Felsenstein 1988). Perfect distance correction is probably an unattainable goal, however, and it may be that, under the same conditions that threaten discrete character parsimony, imperfectly corrected distances can result in inconsistency.

In the present paper I study three parsimony methods: the discrete-character parsimony (P) method and two distance-parsimony methods, a slight modification of Farris' (1972) distance Wagner method, known as the modified Farris (MF) method (Tateno et al. 1982), and the neighbor-joining (NJ) method of Saitou and Nei (1987). Both the MF and NJ algorithms build the tree according to a rigid stepwise procedure, minimizing the total length of the tree at each step. The methods differ in that the NJ method minimizes the length of the tree over all taxa at each step, while the MF method only minimizes the total length of the subtree containing the taxon added at that stage. Neither method attempts to adjust the tree to minimize some measure of difference between distances calculated from the tree and those observed. In the present paper I focus on the evolution of nucleotide sequence characters and examine the effect of using either no correction or the Jukes-Cantor (Jukes and Cantor 1969) one-parameter correction on data that are generated using the two-parameter model of Kimura (1980). The two-parameter model is in many cases biologically realistic for DNA sequence data (at least as a first approximation), because it describes the situation where the rate of transition substitutions is different from the rate of transversion substitutions. In the present study the transition:transversion ratio is always assumed to be 9:1. In addition to the P, MF, and NJ methods, a UPGMA (unweighted pair-group method, averages) (Sneath and Sokal 1973, p. 230) phenogram is constructed for each scenario, on the basis of the uncorrected distances. UPGMA is widely described as a method that requires equal rates among taxa, in order to produce the correct tree (e.g., see Colless 1970), and so provides a baseline for examining how robust the other methods are to violations of an equal rate assumption.

For each scenario, I calculate both the expected final distribution of character states and the expected distance matrix, given the model and branch lengths. This is equivalent to having an infinitely long DNA sequence that evolves exactly as predicted by the probability model, so there are no effects due to sampling errors. This is an artificial situation, but it is a useful approach to take when one asks the question, Under what conditions will a method be a consistent estimator?

Methods

Only five taxa are investigated in the present study. Most systematic studies include at least one taxon which is known or presumed to be an outgroup, so this will be mimicked here. When an explicit outgroup is used to root the trees, there are 15 possible topologies for each of the four methods, so the different methods can be compared directly. It is possible to determine consistency under these simple models by simulation studies, but for small numbers of taxa it is practical to calculate the expected frequencies of all possible data outcomes, as done by Felsenstein (1978). Felsenstein's approach
is to calculate the probability of each possible character-state outcome, given an assumed topology and set of branch lengths (an "evolutionary scenario"). If the model were exactly correct, or if the scenario were used to generate characters in a simulation, then the observed frequencies of the character states would converge on these probabilities as an infinitely large data set was accumulated. A method will be consistent for a particular scenario if it gives the correct topology when applied to a hypothetical data set that exactly matches the expected character distribution. I begin with a five-taxon topology and assume the operation of a perfect molecular clock, and I then increase the rate of nucleotide substitution in just one of the terminal branches, until each method becomes inconsistent.

Calculation of Substitution Probabilities

Kimura's (1980) two-parameter model of nucleotide sequence evolution was used. Under this model, different rates of transitions and transversions are allowed. The total rate of change per nucleotide site per unit time is \( \lambda = \alpha + 2\beta \), where \( \alpha \) is the rate of transitions and \( \beta \) is the rate of each of the two kinds of transversions. In the present study, the ratio between the rates of transitions and transversions is fixed, so that \( \alpha:2\beta = 9:1 \). The continuous-time solutions to this model are provided by Li (1986, eq. (1)), who follows Aoki et al. (1981). If \( P_A(0), P_T(0), P_C(0), \) and \( P_G(0) \) are the probabilities that the base at a particular position at the beginning of a branch with length \( t \) is A, T, C, and G, respectively, then the probabilities that the base will be A, T, C, or G at time \( t \) are, respectively,

\[
P_A(t) = \frac{1}{4} + \frac{1}{2} [P_A(0) + P_G(0) - \frac{1}{2}]e^{-2\beta t} + \frac{1}{2} [P_A(0) - P_G(0)]e^{-2(\alpha+\beta) t} ; \quad (1a)
\]
\[
P_T(t) = \frac{1}{4} + \frac{1}{2} [P_T(0) + P_C(0) - \frac{1}{2}]e^{-2\beta t} + \frac{1}{2} [P_T(0) - P_C(0)]e^{-2(\alpha+\beta) t} ; \quad (1b)
\]
\[
P_C(t) = \frac{1}{4} + \frac{1}{2} [P_C(0) + P_T(0) - \frac{1}{2}]e^{-2\beta t} + \frac{1}{2} [P_C(0) - P_T(0)]e^{-2(\alpha+\beta) t} ; \quad (1c)
\]
\[
P_G(t) = \frac{1}{4} + \frac{1}{2} [P_G(0) + P_A(0) - \frac{1}{2}]e^{-2\beta t} + \frac{1}{2} [P_G(0) - P_A(0)]e^{-2(\alpha+\beta) t} . \quad (1d)
\]

Calculation of Data Outcome Probabilities

For a system with five taxa and four character states, there are \( 4^5 = 1,024 \) possible data outcomes at any particular nucleotide site. Given an evolutionary scenario and Li's (1986) model, we can calculate the probability of observing the \( i \)th data outcome as

\[
P_i = \sum_{j=1}^{\text{sum}} \prod_{k=1}^{\text{interior nodes}} P_{s_j s_k}(t_k) , \quad (2)
\]

where the summation \( (j) \) is over all possible assignments of states to each of the interior nodes, and \( P_{s_j s_k}(t_k) \) is the probability of a character changing from starting state \( s_j \) to ending state \( s_k \) over a branch with length \( t_k \) (Felsenstein 1979). For interior branches, \( s_k \) takes on all four possible values, but, for each terminal branch, \( s_k \) is fixed to the value determined by \( i \).

Calculation of Expected Tree Topologies

If this model were used in a simulation study, then, as larger and larger data sets were generated, the observed frequency of each data type would converge on the
expected values obtained from equation (2) (Felsenstein 1978). Therefore, the tree topology inferred by each method from the expected character distributions represents the topology to which that method would converge. The topology used to generate the expected character distributions for five species is shown in figure 1. If the expected preferred topology for a scenario is the same as the true topology, then that method is a consistent estimator of phylogeny for that set of parameters. The expected character-state frequencies are easily converted into an expected distance matrix. The entries in this matrix represent the proportion of nucleotide positions that differ between two species. Details of the algorithms used to calculate the tree topologies for each method were obtained from the literature.

Having determined the probabilities of each of the 1,024 different character distributions, we can find the expected number of steps for each of the 15 topologies. The topology with the lowest expected number of steps is the expected topology of the P method. First, a matrix S is constructed with 15 columns, one for each topology, and with 1,024 rows, one for each different character-state outcome. Each $S_{ij}$ is the minimum number of steps required to map data outcome $i$ onto topology $j$. The probability of obtaining the $i$th-data outcome is also the expected proportion of char-
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**FIG. 1.**—Relationships among sequences used in present study. Uppercase letters represent terminal taxa, and lowercase letters represent branches and their corresponding lengths. One possible rooting of the unrooted (lower) tree is shown in the upper tree. This rooting is used for most of the cases studied.
acters with that outcome. If $\mathbf{p}$ is the row vector containing these 1,024 probabilities, then a weighted-steps matrix, $\mathbf{W}$, may be obtained as $\mathbf{W} = \mathbf{pS}$. The expected length (per character) of the $j$th topology is given by summing the expected lengths contributed by each data-outcome pattern:

$$\text{Exp}(L_j) = \sum_{i=1} W_{ij}. \quad (3)$$

If the true topology (shown in fig. 1) is assigned number 1 (of 15), then parsimony is a consistent estimator for that particular scenario if $\text{Exp}(L_1)$ is smaller than all the remaining $\text{Exp}(L_j)$.

Results

Figure 1 shows the tree topology used for the following calculations; the unrooted topology shown in the lower part of figure 1 is used for all the scenarios. To impose a molecular clock, it is necessary to specify a root. Rooting along branch e gives the tree shown in the upper part of figure 1. This root results in an asymmetrical branching pattern within the ingroup and is used for most of the scenarios. In one case, however, the tree is rooted on branch c, giving a symmetrical branching pattern within the ingroup. For each particular case examined, the branch lengths and rooting are given in table 1.

Felsenstein (1978) showed that, under his simple model, the robustness of parsimony to rate variation among taxa decreased as the overall rate of evolution increased. Figure 2 shows the results obtained as the total length of the tree is increased while the proportions of the tree remain the same. In figures 2-4, the topological parameter that is being varied is shown on the $X$-axis. For each value of that parameter, only one branch at a time is allowed to have a substitution rate that departs from the molecular clock. In figure 2, the nodes are equidistant, with the lengths of internal branches $f$ and $g$ set equal to the length of the terminal branch $a$. For each value of $a$, the length of one terminal branch, $b$ (fig. 2A) or $c$ (fig. 2B), is increased until each of the methods becomes inconsistent. Those lengths are expressed as a multiple of the original, clocklike branch length and are plotted along the $Y$-axis. For example, in

Table 1
Branch Lengths for Cases Studied

<table>
<thead>
<tr>
<th>LENGTH AT BRANCH*</th>
<th>CASE</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
<th>OUTGROUP</th>
<th>FIGURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>a</td>
<td>b</td>
<td>2a</td>
<td>3a</td>
<td>10a</td>
<td>a</td>
<td>a</td>
<td>E</td>
<td>2a</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>a</td>
<td>a</td>
<td>c</td>
<td>3a</td>
<td>10a</td>
<td>a</td>
<td>a</td>
<td>E</td>
<td>2b</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.05</td>
<td>0.10</td>
<td>0.15</td>
<td>e</td>
<td>0.05</td>
<td>0.05</td>
<td>E</td>
<td>3a</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.05</td>
<td>0.05</td>
<td>c</td>
<td>0.15</td>
<td>e</td>
<td>0.05</td>
<td>0.05</td>
<td>E</td>
<td>3b</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>a</td>
<td>b</td>
<td>a+f</td>
<td>2a+f</td>
<td>10a</td>
<td>f</td>
<td>a</td>
<td>E</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>a</td>
<td>a</td>
<td>3(a+f)</td>
<td>a</td>
<td>a</td>
<td>f</td>
<td>f</td>
<td>C</td>
<td>5</td>
</tr>
</tbody>
</table>

* a-e represent lengths of the terminal branches leading to sequences A-E, respectively, which are related as shown in fig. 1. f and g represent the lengths of the interior branches in fig. 1. For the various cases examined, lengths are given for branches that are held constant. For branches that vary within a case, lengths are given in terms of branches a and f. The branch used to root the tree and the figure showing the plots for each case are provided.
FIG. 2.—Relationship between total tree length and consistency, when only one branch is allowed to deviate from molecular clock. The tree shown in fig. 1 is rooted along branch e, with branch lengths as given in table 1. Squares denote values for the NJ method using Jukes-Cantor corrected distances; circles denote values from P; unblackened triangles denote values from NJ using uncorrected distances; and blackened triangles denote values from UPGMA. As shown in panel A, for a particular method and value of \( \alpha \), the critical value is the length of branch b (expressed as a multiple of its length under the molecular clock) at which the correct tree is no longer chosen by that method. Thus, below its critical value each method is a consistent estimator of the correct tree, and above the critical value it is not. When branch b is lengthened, critical values for the MF method are identical to those for UPGMA. Panel B is the same as panel A, except that c is the only branch that is not constrained by the molecular clock. When branch c is lengthened, critical values for the MF method are identical to those for the NJ method.
FIG. 3.—Relationship between length of branch leading to outgroup and consistency, when only one branch is allowed to deviate from molecular clock. Symbols are the same as in fig. 2, and branch lengths are as given in table 1. A, Critical values when length of branch b is increased relative to its length under molecular clock. Critical values for the MF method are identical to those for UPGMA. B, Critical values when length of branch c is increased relative to its length under molecular clock. Critical values for the MF method are identical to those for the NJ method.

figure 2A, when $a = 0.01$, $b$ must exceed 0.28 for the P method to be inconsistent, a 28-fold increase in substitution rate. On the same starting tree, $c$ (which starts with a length of 0.02 when $a = 0.01$) must be lengthened by just over eightfold to cause the P method to choose an incorrect topology.

When the one-parameter model is used to generate the expected character-dis-
tribution spectrum, and when the Jukes-Cantor correction (which gives the true distances under the one-parameter model) is applied to the distance matrix, then the NJ method is consistent for every set of branch lengths tried (results not shown). But, when the observed distances are not properly corrected for multiple substitutions, the relationship that the NJ method shows between rate variation and consistency is similar to that for the P method. The MF method shows an unexpected behavior. When c is varied, the MF method always chooses the same topology as does the NJ method, regardless of which model is used to generate the expectations or which correction is applied to the expected distances. But, when b is lengthened, the MF method always gives the same topology as UPGMA, again regardless of which model or correction is used. When one looks at the intermediate results as taxa are added to the MF tree...
1. The sensitivity to rate variation changes considerably over relatively small changes in the overall rate of substitution, for both the P method and the NJ method, when incompletely corrected distances are used.

2. As expected, UPGMA is the method most sensitive to rate variation. UPGMA is quite robust for tree topologies such as the one examined in figure 2, which has a high stem-inness value (Fiala and Sokal 1985; Rohlf et al. 1990). Under these conditions, UPGMA can tolerate rate increases of twofold in species C (fig. 2B) or threefold in species B (fig. 2A).

3. The differences among the different methods are largest when the overall rate is low, but at those rates all the methods except UPGMA would be consistent even when rates in sister species differ by well over fivefold. When rates are high enough that inconsistency might become an issue, there is relatively little difference among the methods, although using a distance correction that is nearly exact will result in the NJ method being much more robust.

Generally the systematist has no control of the total $\lambda$ values within the ingroup. Frequently, however, several choices of outgroup are available. The effect of keeping the branch lengths within the ingroup the same ($a = 0.05$) but choosing a progressively more distant outgroup is shown in figure 3. Again, when the length of branch $b$ is increased (fig. 3A), the MF method behaves the same as UPGMA, but, when the length of branch $c$ is increased (fig. 3B), MF tracks the NJ method. Clearly, an outgroup

![Graph showing relationship between length of internal branch $f$ and consistency, when only branch $b$ is allowed to deviate from molecular clock. Symbols are the same as in fig. 2, and branch lengths are as given in table 1. A, $a = 0.025$. B, $a = 0.05$. C, $a = 0.25$. In all three cases, critical values for the MF method are identical to those for UPGMA.](image)
that is as closely related to the ingroup as possible will maximize the robustness of any of the parsimony-based methods to varying rates. None of the methods will tolerate more than a 2.5-fold increase in the length of branch c when the outgroup is more distant [on the order of $\lambda t = 2.0 = 40a$ (fig. 3B)], although all of the methods except UPGMA can still tolerate a greater than fourfold increase in the length of branch b (fig. 3A).

The trees used to generate the results in figures 2 and 3 represent conditions where phylogeny inference should be relatively easy. The internal branches are the same length as branch a, resulting in a high stem-iness value (Fiala and Sokal 1985; Rohlf et al. 1990). It is reasonable to expect that, when the interior branches are shorter than a, all the methods will be much less robust to rate variation. Figure 4 presents results for three cases where there is nearly a trichotomy due to the very short length of branch f, which represents the common ancestor of species A and B. In figure 4A, the overall rate of change is relatively low, with $a = 0.025$. These particular $\lambda t$ values represent a crude approximation of one of the most notoriously difficult problems in systematics: the great-ape phylogeny [Nei et al. (1985) estimated that the total $\lambda t$ value for the human-gorilla pair is $\sim 0.05$ for the mitochondrial genome]. For figure 4A, the length of branch f is varied from 1% to 10% of the length of the terminal branch a (branches c–e are also varied along with f, to maintain the molecular clock). Under these conditions UPGMA is extremely sensitive to rate variation. When $f = 0.01a$, UPGMA is inconsistent, with as little as a 2% rate difference between species A and B, and, when $f = 0.1a$, UPGMA still becomes inconsistent, with only a 20% rate difference. The other methods perform better, and the P method can tolerate nearly a twofold difference in rate between A and B, even when $f = 0.01a$. In figure 4A, the slope of the line for the P method changes markedly at $f/a = 0.07$. When $f < 0.07a$ and when b is above the line in figure 4A, P is inconsistent. In these cases, the shortest tree incorrectly has B as the sister species to (A,C). When $f \geq 0.7a$ and b is above the line in figure 4A, the P method incorrectly makes B the sister species to [(A,C),D]. Once this happens, the robustness of the P method to rate variation between branches A and B becomes nearly independent of the length of f. This effect also explains why the P method is more robust than the NJ method when the Jukes-Cantor correction is used when $f/a$ is small—but less robust when $f = a$, as in figures 2A and 3A.

As expected, increasing the overall rate while keeping branch f short lowers the robustness of all the parsimony methods. The results for $a = 0.05$ are shown in figure 4B, and those for $a = 0.25$ in figure 4C. Again, UPGMA stays the same as the overall rate is increased, and the parsimony methods approach the sensitivity of UPGMA as the rates are increased. Particularly when $a = 0.25$, all the methods are quite sensitive to rate variation (note the different scales on the vertical axes in fig. 4). Even when $f = 0.10a$, the P and NJ methods (when Jukes-Cantor distances are used) can tolerate only $\sim 35\%$ difference in rate between species C and D.

Hendy and Penny (1989) discovered certain conditions under which the P method will be an inconsistent estimator of phylogeny even under a clocklike model of evolution. The particular case was a five-taxon problem with a symmetrical topology for the four members of the ingroup (made by rooting the tree in fig. 1 along branch c). The P method can be inconsistent when the internal branches (f and g) are very much shorter than the terminal branches. The results in figure 5 were obtained in the following way: For each point in figure 5, the total length of the tree is fixed, both from the root to the tips and from the first split in the ingroup to the tips (so a+f is constant). The
first branching is halfway to the tips, so the total length of the outgroup branch is $3 \times (a+f)$. While these values are held constant, the position of the second branchings (which produce the terminal taxa) are varied. The critical value is expressed as the ratio $a/f$; at the critical value, and for smaller $f$ and larger $a$, the P method is inconsistent. For example, when $a+f = 0.1$ and when $c = 0.3$, then the P method is consistent when $a = 0.088$ and $f = 0.012$ but is inconsistent when $a = 0.089$ and $f = 0.011$. The critical value is $0.089/0.011$, or $\sim 8.1:1$. Note that the molecular clock holds for all branches in this scenario. Hendy and Penny's (1989) result was surprising, as are the results in figure 5. The critical value is relatively high for short trees—and it falls as the length is increased, reaches a minimum, and then rises again as the length of the tree continues to increase. At the worst, the P method would be inconsistent when $a$ is only $\sim 4.5$ times $f$. This disturbing behavior of the P method should be examined in more detail, particularly to determine whether these results apply to symmetrical subtrees of larger trees. Hendy and Penny's (1989) Hadamard matrix method for calculating expected character distributions would be much more efficient for examining larger trees than would the brute-force method used in the present study.

**Discussion**

By far the biggest difficulty in interpreting the results of the present study—and of studying the statistical properties of phylogenetic methods in general—is the enormous complexity of the parameter space. Even though the present study is limited to one of the simplest possible situations, only a few of the many parameters are varied, and only a limited range of values are tested. I have not examined cases where (a) more than one lineage departs from the molecular clock, (b) the rate of substitution varies among sites, or (c) sites are not independent, and so on. For this reason, caution must be used in interpreting these results. Still, the approach taken here, where the expected data-outcome probabilities are calculated directly, allows examination of
much more of the parameter space than is possible by using simulations [e.g., see the study by Li et al. (1987), who were able to examine only a few sets of branch lengths].

It is not clear whether the results for five taxa can be extrapolated to larger problems, although it seems unlikely that the methods studied here will be more robust to violations of the molecular clock when there are more species involved. It is also not clear how these results relate to phylogenetic characters other than nucleotide sequences. For example, the evolution of morphological characters cannot be described by the sort of simple mathematical expressions used in the present study (even for nucleotides, those equations are, at best, a first-order approximation). Morphological characters are frequently analyzed by methods not examined in the present study, by using character states that are ordered into transformation series (meaning that some states can only be reached by first changing to some other state).

Felsenstein (1988) speculated that parsimony would probably be a consistent estimator of phylogeny under even a very rough molecular clock. A reasonable interpretation of the results in figures 2 and 3 is that all of the methods studied, including UPGMA, are quite robust to rate variation among taxa, over a broad range of overall rates, provided that the internal branches are not very short relative to the terminal branches. There are probably few situations where nucleotide substitution rates of sister taxa differ by a factor of ≥2. However, many real phylogenies will have some internal branches that are very short relative to the terminal branches. The results in figure 4 demonstrate that parsimony methods can be extremely sensitive to violations of the molecular clock when the overall rate of change is not very low and when an internal branch is short. I know of no methods that can determine whether the results of a particular phylogenetic analysis are incorrect because of a violation of the molecular clock. Relative-rate tests can be performed, but they will not be conclusive. There are situations where rates in sister taxa can greatly differ and where parsimony will be a consistent estimator. On the other hand, there are also situations where a large number of characters are required for detection of any rate differences but where parsimony is yet an inconsistent estimator. Further, proper use of a relative-rate test requires that the phylogeny used for the test be correct. If a high rate in one species results in an incorrect tree in which the offending species has moved toward the root, then the rates will appear much more uniform than they actually have been.

With regard to the distance-parsimony methods, some distance correction is better than none [provided that the data are not metric to begin with (Fitch 1980)]. The NJ method is more sensitive to rate variation when raw distances are used than it is when the Jukes-Cantor correction is applied to the distance matrix. This agrees with both Saitou (1988) and Saitou and Imanishi (1989), who found that using transformed distances resulted in obtaining the correct tree more often than was the case when the raw proportion of differing nucleotide sites was used.

In addition to the studies just mentioned, there have been a number of simulation studies that compare the "accuracy" of various methods (e.g., see Tateno et al. 1982; Saitou and Nei 1987; Sourdis and Krimbas 1987; Kim and Burgman 1988; Rohlf et al. 1990), where accuracy is usually defined as the proportion of replicated simulations for which the exactly correct tree was recovered. Accuracy is usually determined for several different sample sizes and is related to the statistical property of efficiency. Many of those studies examine cases where the rate of evolution varies among branches, and in such cases the estimation of efficiency is confounded by the fact that the consistency or inconsistency of each method has not been determined. In fact, all the complexities of the parameter space in the present study are present in the simulation.
studies of accuracy—in addition to the new (but very real and very important) parameter of sample size. Further, the simulation studies generally use more than five taxa (eight taxa are commonly used), which makes the problem even more complex. Those results are very difficult to properly interpret in the absence of information about consistency.

It is tempting to use the results of the present study to draw conclusions about which method should be used. For example, as expected, UPGMA was always the method most sensitive to rate variation, and using uncorrected distances probably involves taking unnecessary risks. However, the differences found between the methods in the present study are not large, at least in the cases where any of the parsimony methods are so sensitive to rate variation that such differences might be a problem in real data. Further, which method would be most robust under a particular set of conditions would depend on how accurately the distances can be corrected. Therefore, the decision about which method to use should probably not be based simply on the fact that one is slightly more robust to rate variation than is another.

The present study examines the behavior of these methods if an infinitely large data set were available, but real data sets are actually rather small. The most important message from the simulation studies of accuracy is that the probability of obtaining the exactly correct tree from one reasonably sized data set is usually very low (e.g., see Rohlf et al. 1990). If we accept the view that phylogenetic analysis is actually a problem of statistical inference, then a tree derived from a single, relatively small data set is only an estimate made with error. It is entirely unrealistic to expect that a method be able to produce the single correct tree. Instead, we should be prepared to examine a range of trees, each of which is within the estimation error. In this regard, parsimony has a considerable advantage compared with the NJ and MF methods, since it is possible to assign a score to every topology and thus recognize which trees are the most nearly parsimonious. It is possible to use the parsimony score as a test statistic in this way, although the results of the present study confirm that the consistency of this estimate is by no means assured.
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